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Networked World

- 1.26 billion users AATINT
» 700 billion minutes/month

e 280 million users
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Challenge: Big Social Data
« We generate 2.5x10'® byte big data per day.

 Big social data:
— 90% of the data was generated in the past 2 yrs

— How to mine deep knowledge from the big social
data?




Social Networks
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Big (Social) Data Analysis
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“Love Obama”
—social influence in online social networks
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Social Networks

Education

Ny

Embedding social in
search:

» Google plus

* FB graph search

* Bing’s influence

« CAPTCHA + OCR
* MOOC

* Duolingo (Machine
Translation)

Human Computation:

The Web knows you
than yourself:

» Contextual
computing

* Big data marketing

More ...
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Core Research in Social Network
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Social Influence




“Love Obama”

| hate Obama, the
worst president ever

| love Obama

Obama is
fantastic

Obama is
great!

He cannot be the
next president!




What is Social Influence?

» Social influence occurs when one's opinions,
emotions, or behaviors are affected by others,
intentionally or unintentionally.l"!

— Informational social influence: to accept
information from another:;

— Normative social influence: to conform to the
positive expectations of others.

[1] http://en.wikipedia.org/wiki/Social_influence



Does Social Influence really matter?

* Case 1: Social influence and political mobilization!"!
— Will online political mobilization really work?

] a Informational message
A ContrO"ed trlal (Wlth 61M users on FB) Today is Election Day What's this? = dose
. . Find your poling Place on the U.S. EEE
- Social msg group: was shown with msg that o Lo d
indicates one’s friends who have made the <y E=
votes.
- Informational msg group: was shown with R E— Whats thie? « o
msg that indicates how many other. Find your poling place o tre v, (IFIEEEIEAE

Politics Page and dlick the "I Voted"  People on Facebook Voted
button to tell your friends you voted.

_ . £2D
- Control group: did not receive any msg. <y =

. [Ei Jaime Settle, Jason Jones, and 18 other
m Q :_3' 3 ¥ - é friends have voted.

[1] R. M. Bond, C. J. Fariss, J. J. Jones, A. D. |. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person
experiment in social influence and political mobilization. Nature, 489:295-298, 2012.



Case 1: Social Influence and Political
Mobilization

Social msg group v.s.
Info msg group

(e

2.1- . _
Result: The former were 2.08% (t- N Social Social
. . message message
test, P<0.01) more likely to click 1.8- voreus voreu
on the “l Voted” button informational control

message

o
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Social msg group v.s.
Control group

Direct effect of treatment
on own behaviour (%)
o
T

o
Result: The former were 0.39% (t- 0

test, P=0.02) more likely to reported polling | voting.  voting.
actually vote (via examination of voting  place

public voting records)

[1]1 R. M. Bond, C. J. Fariss, J. J. Jones, A. D. I. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person
experiment in social influence and political mobilization. Nature, 489:295-298, 2012.



Our Case: Influence in Game Social Networks

* Online gaming is one of the largest industries
on the Internet...

* Facebook
— 250 million users play games monthly
— 200 games with more than 1 million active users
— 12% of the company’s revenue is from games

* Tencent (Market Cap: ~150B $)
— More than 400 million gaming users
— 50% of Tencent’s overall revenue is from games



Two games: DNF

* Dungeon & Fighter Online
(DNF)

— A game of melee combat
between users and large number
of underpowered enemies

— 400+ million users, the 29
largest online game in China

— Users in the game can fight
against enemies by individuals or
by groups




Two games: QQ Speed

« QQ Speed

— A racing game that users can
partake in competitions to play
against other users

— 200+ million users

— Users can race against other
users by individuals or forma a
group to race together




Task

* Given behavior log data and paying logs of
online game users, predict

“ Free users -> Paying users “

* Whether social influence will play an important
role in this task?




The Big social data

o Statistics of the datasets

Category Type QQSpeed DNF
free users 5,812,894 204,112
User paying users 1,394,630 109,099
new payers 399,747 34,568
Relationship | co-playing 134,812,639 7,306,265
Cruild guilds: 600,860 49,680
co-guild 66,740,051 51,792,212
. activity types 58 64
Activity activity logs | 44,742,907.507 | 5.716,434,808
Date span from 2013.6.20 2013.4.1
to 2013.8.20 2013.6.30




Demographics Analysis
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Analysis — Social influence

« Social network construction
— Co-playing network

» Social relationship

— Social influence
— Strong/Weak tie
— Status

o Structural influence



Social Influence

Probability

Number of Paying Neighbors



Influence + Tie Strength
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Influence + Friends’ Status
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Structural Influence
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[1] J. Ugandera, L. Backstromb, C. Marlowb, and J. Kleinberg. Structural diversity in social contagion. PNAS, 109 (20):
7591-7592, 2012.



Factorization Machines

* The prediction of feature vector x;:

y(X;)= Wo"’wa +22le u< J’pj'>

j=1 j'=j+1

 and the corresponding objective function:

0=> (¥x,)-y)

Add the influence patterns as features into the
factorization model for prediction.




Test setting

— Two groups: test group and control

group

Online Test

— Send msgs to invite the user to
attend a promotion activity.

TCIEREAIRIR | REEE2Q , RARIRIS K R (RIBESFIK R KEHE | #15%

i Fae !

7

Online Test 1
2013.12.27 - 2014.1.3

Online Test 2
2014.1.24 - 2014.1.27

Group name test group | control group || test group | control group | random
Group size 600K 200K 400K 400K 200K
#Message read 345K 106K 229K 215K 106K
Message read rate 57.50% 53.00% 57.25% 53.75% 53.00%
#Message clicked 47584 7466 23325 20922 6299
Message clicked rate || _Z93%~_ 3.73% B3y 5.23% 3.15%
Lift_Ratio (196.87% ) 0% I 123.63% ) 73.40% 0%
e — D ——




Challenges

ow to measure influence?

1
2. How to model influence?




Measuring Influence




Topic-based Social Influence Analysis

« Social network -> Topical influence network

Input: coauthor network Social influence anlaysis Output: topic-based social influences
Node factor function
0:=.5 Topic Topics: 2 Topic 1: Data mining
0in=.5 distribution Topic 1: D ini o dls;l;?lfliflon gynz) G () BOb
i opic 1: Data mining 0 corge I Ada
George Topic 2: Database George Edge factor function /‘ =N /—L pie
f(yl)y]’ Z) Frank jlu’
ae Ada a Ada z i-i

a

( ;a/—\“ Bob ( Fi! =0

Output Eve

Bob \ -

Frank |:> Frank
P \\Carol =Y Carol

4 Topic 2: Database
P PN - - X P

vve David A1 “\EVC David A1’ Georze (8 — ga
2 i- 0 R 3 I - ( “ £
7% £ £ a Frank
? Eve David
L A
£1° ae

[1] J. Tang, J. Sun, C. Wang, and Z. Yang. Social Influence Analysis in Large-scale Networks. In KDD’09, pages
807-816, 2009.



The Solution: Topical Affinity Propagation

* Topical Affinity Propagation
— Topical Factor Graph model
— Efficient learning algorithm
— Distributed implementation

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. In KDD, pages
807-816, 20009.



Topical Factor Graph (TFG) Model

TFG model
vy =4 |- (1 o

- I ~
2 - 1] ~
— -
) N

#Topic: T=2

Social link

o

Nodes that have the
highest influence on |—
the current node

Node/user

The problem is cast as identifying which node has the highest probability to
influence another node on a specific topic along with the edge.




Topical Factor Graph (TFG)

Objective function:

P(v.Y) = % T T A6 ¥k 2)

k=1z= 1. How to define?
N T T
H H g(vi,y;, 2) ﬂ/ﬁ f(¥r,¥;,2)fe— 2. How to optimize?
=1 2=1 e €L z=T

* The learning task is to find a configuration for
all {y;} to maximize the joint probability.




How to define (topical) feature functions?

similarity
— Node feature function ( Wiy oy
Vi, V., 2) = JENB ()Y i T Vg
| 2jenB() (witwy) 7

— Edge feature function

— wlv; ~ Vi Yi F yj

or simply binary

wlv; ~ v; Yi = Y
f(yi-.yj) — { 1 [ J] J V7

— Global feature function

B O ify; =kandy; # kforall:z # k
h(y1,-- YN K, 2) _{ 1 otherwise.



Model Learning Algorithm

my—s(w.2) | = [ mpyy@wa [T I mpey@.2)H7==
Fl~y\f 2l F#z fl~y\f
Sum-product: [m e~ |- 2:<ﬂﬁd 11 m%ﬁwug
~{y} v/ ~Ff\y

+ > T > (f(Y,z') 11 my,ﬁf(y’,z’)) (4)

2/ #z ~{vy} y/~f\y

TFG model
e TR L
f(1.y2.2) Y2’ =] f (V7. ¥4 2.

#Topic: T=2

w=| - Low efficiency!
- - Not easy for
distributed learning!

2(v4.¥4.2)




New TAP Learning Algorithm

1. Introduce two new variables r and a, to replace the
original message m.

2. Design new update rules:

r7. =b>. — max {b>, +a?,
1] 1] ke NB(j) { ik z.k}
. >a%. = max min{ry., 0}
m,, 77 keNB(j) 7

a;; = min(max {r>,, 0}, —min{r>,, 0}

— max min{r;.,0}),7 € NB(j)
keNB(5)\{i} { k) 2 o

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. In KDD, pages
807-816, 2009.



The TAP Learning Algorithm

Input: G = (V, E) and topic distributions {8, }.cv
Output: topic-level social influence graphs {G. = (V., E. )}~
1.1 Calculate thf node fgature functifm g(vi,y;,z); S| b7, = log g(vi, ¥, z)|yf =j
1.2 Ca}l.cul.ate bij according to Eq. 8: tJ ZkeNB(i)U{i} g(vi, Y, z)|yf:k
1.3 Initialize all {r;} — O:

1.4 repeat
1.5 foreach edge-topic pair (e;;,z)do  S{ p%. = b7, — {b 0 +a; k}
1.6 | Update r}; according to Eq. 5 + IT kENB( ) " ’
1.7 end
1.8 foreach node- topic pair (v, z) do N a;}. — max min {rij ,0}
1.9 | Update a}; according to Eq. 6; keN B(j)
1.10 end
1.11 foreach edge-topic pair (e;;, z) do z - z
112 | Update a; according 0Bg. 7; ~—— aij = min(max {rj;, 0}, — min {rj;, 0}
A3 max min {r}.,0}),7 € NB
13 | ena — e min{rf;,0}),i € NB()
1.14 until convergence:
1.15 foreach node vy do
1.16 foreach neighboring node s € N B(t) U {t} do
L.17 | Compute p2Z, according to Eq. 9; \ 1
1.18 end [, = v
1.19 end 1+e tsa Tg

1.20 Generate G. = (V., E.) for every topic z according to {u.Z, }:




Distributed TAP Learning

 Map-Reduce

— Map: (key, value) pairs

* e;/a; > e /a; e;/b; > e./by, €;/r; > e/r;.
— Reduce: (key, value) pairs

° * . *
e;/ " > new r; e/* > new a;

* For the global feature function

THEOREM 1. [Ifthe global feature function h can be factorized

into h = Hk{vzl hi, for every i € {1,...,N},yi # k,y; #
kE,hie(yty. . Yis... ynN) = he(y1,..., Vi, ..., YN ), then the mes-
sage passing update rules can be simplified to influence update
rules.



Experiments

e Data set: (http://arnetminer.org/lab-datasets/soinf/)

Data set #Nodes #Edges
Coauthor 640,134 1,554,643
Citation 2,329,760 12,710,347
Film 18,518 films 142,426
(Wikipedia) 7,211 directors

10,128 actors
9,784 writers

« Evaluation measures
— CPU time
— Case study
— Application



Social Influence Sub-graph on “Data mining”

Table 4: Dynamic influence analysis for Dr. Jian Pei during
2000-2009. Due to space limitation, we only list coauthors
who most influence on/by Dr. Pei in each time window.

Year | Pairwise Influence

2000 f)’:lﬂ]‘;i“;i .| Jiawei Han (0.4961)

2001 f)‘;,ﬂ]‘;‘r’fll“;‘;‘ii Jiawei Han (0.0082)

2002 Influence Jiawei Han (0.4045), Ke Wang (0.0418), Jianyong Wang
on Dr. Pei (0.019), Xifeng Yan (0.007), Shiwei Tang (0.0052)

—2003 Influenced Shiwei Tang (0.436), Hasan M.Jamil (0.4289), Xifeng Yan
by Dr. Pei (0.2192), Jianyong Wang (0.1667), Ke Wang (0.0687)

2004 Influence Jiawei Han (0.2364), Ke Wang (0.0328), Wei Wang (0.0294),

) on Dr. Pei Jianyong Wang (0.0248), Philip S. Yu (0.0156)

Chun Tang (0.5929), Shiwei Tang (0.5426), Hasan M.Jamil
2005 gﬂ]‘;‘;“;‘;‘ij (0.3318), Jianyong Wang (0.1609), Xifeng Yan (0.1458), Yan
’ Huang (0.1054)

2006 Influence Jiawei Han (0.1201), Ke Wang (0.0351), Wei Wang (0.0226),
on Dr. Pei Jianyong Wang (0.018), Ada Wai-Chee Fu (0.0125)

-2007 Influenced Chun Tang (0.6095), Shiwei Tang (0.6067), Byung-Won On
by Jian Pei (0.4599), Hasan M.Jamil (0.3433), Jaewoo Kang (0.3386)

2008 Influence Jiawei Han (0.2202), Ke Wang (0.0234), Ada Wai-Chee Fu

_ on Dr. Pei (0.0208), Wei Wang (0.011), Jianyong Wang (0.0095)

ZhaoHui Tang (0.654), Chun Tang (0.6494), Shiwei
2009 Ib‘;,ﬂ]‘;i_“ffe‘ii Tang (0.5923), Zhengzheng Xing (0.5549), Hasan M.Jamil

(0.3333), Jaewoo Kang (0.3057)
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Results on Coauthor and Citation

Dataset Topic Representative Nodes

Data Mining Heikki Mannila, Philip S. Yu, Dimitrios Gunopulos, Jiawe1 Han, Christos Faloutsos, Bing Liu, Vipin Kumar, Tom M. Mitchell.
Wei Wang. Qiang Yang. Xindong Wu, Jeffrey Xu Yu, Osmar R. Zaiane

Machine Learning Pat Langley. Alex Waibel. Trevor Darrell, C. Lee Giles, Terrence J. Sejnowski, Samy Bengio, Daphne Koller, Luc De Raedt.
Author Vasant Honavar, Floriana Esposito. Bernhard Scholkopf

Database System Gerhard Weitkum, John Mylopoulos, Michael Stonebraker, Barbara Pernici, Philip 8. Yu, Sharad Mehrotra, Wei Sun, V. S. Sub-
rahmanian, Alejandro P. Buchmann, Kian-Lee Tan, Jiawei Han

Information Retrieval | Gerard Salton, W. Bruce Croft. Ricardo A. Baeza-Yates, James Allan, Y1 Zhang, Mounia Lalmas, Zheng Chen, Ophir Frieder.
Alan F. Smeaton, Rong Jin

Web Services Yan Wang, Liang-jie Zhang, Schahram Dustdar, Jian Yang, Fabio Casati, Wet Xu, Zakaria Maamar, Ying L1, Xin Zhang, Boualem
Benatallah, Boualem Benatallah
Semantic Web Woltgang Nejdl, Dantel Schwabe, Steften Staab, Mark A. Musen, Andrew Tomkins, Juliana Freire, Carole A. Goble, James A.

Hendler, Rudi Studer, Enrico Motta
Bayesian Network Daphne Koller, Paul R. Cohen, Flortana Esposito, Henrt Prade. Michael I. Jordan, Didier Dubots, David Heckerman, Philippe
Smets

Data Mining Fast Algorithms for Mining Association Rules in Large Databases, Using Segmented Right-Deep Trees for the Execution of
Pipelined Hash Joins, Web Usage Mining: Discovery and Applications of Usage Patterns from Web Data, Discovery of Multiple-
Level Association Rules from Large Databases, Interleaving a Join Sequence with Semijoins in Distributed Query Processing
Machine Learning Object Recognition with Gradient-Based Learning, Correctness of Local Probability Propagation in Graphical Models with Loops.
A Learning Theorem for Networks at Detailed Stochastic Equilibrium, The Power of Amnesia: Learning Probabilistic Automata
with Variable Memory Length, A Unifying Review of Linear Gaussian Models

Database System Mediators 1n the Architecture of Future Information Systems. Database Techniques for the World-Wide Web: A Survey, The
R*-Tree: An Efficient and Robust Access Method for Points and Rectangles, Fast Algorithms for Mining Association Rules in
Large Databases

Citation

Web Services The Web Service Modeling Framework WSME, Interval Timed Coloured Petrt Nets and their Analysis, The design and 1mple-
mentation of real-time schedulers in RED-linux, The Self-Serv Environment for Web Services Composition
‘Web Mining Web Usage Mining: Discovery and Applications of Usage Patterns from Web Data, Fast Algorithms for Mining Association Rules

in Large Databases, The OO-Binary Relationship Model: A Truly Object Oriented Conceptual Model, Distributions of Surfers’
Paths Through the World Wide Web: Empirical Characterizations, Improving Fault Tolerance and Supporting Partial Writes in
Structured Coterie Protocols for Replicated Objects

Semantic Web FaCT and 1FaCT. The GRAIL concept modelling language tor medical termiology, Semantic Integration of Semistructured and
Structured Data Sources. Description of the RACER System and its Applications, DL-Lite: Practical Reasoning for Rich Dls




Scalability Performance

Table 2: Scalability performance of different methods on real
data sets. >10hr means that the algorithm did not terminate
when the algorithm runs more than 10 hours.

Methods Citation | Coauthor | Film
Sum-Product N/A >10hr 1.8 hr

Basic TAP Learning >[Ohr 369s 57s
Distributed TAP Learning | 39.33m 104s 148s




Speedup results

7
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| Speedup vs. #Computer nodes
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0 170K 540K 1M 1.7M

Speedup vs. Dataset size




Still Challenges

1. How to model dynamic influence?

2. How to distinguish influence from other
social factors?




Dynamic Influence Analysis

Actions at time t

Nodes at time ¢

Time t
Edges at time ¢ % *

Y O
Attri =
1. Always watch news
2. Enjoy sports

Gt :(VT, Et, Xt, W) F.. f(Gt) _>y(t+1)

t=1,2,...T




Social Influence & Action Modeling!'!

M u = . ’?
@ Influence Action: Who will pay money in the game”

@ Correlation

Time t+1

=N

el (& Actlon bias

Person_al attrlbutes.

—
o N
/ 1. Always watch news

(2) Dependence 2. Enjoy sports
3. ...

[1]1C. Tan, J. Tang, J. Sun, Q. Lin, and F. Wang. Social action tracking via noise tolerant time-varying factor graphs. In KDD’10, pages 807-816,
2010.




A Discriminative Model: NTT-FGM

Influence

Correlation

Action

time 3

@ Personal attributes

z L

2
@) &

_______ \—“ Continuous latent action state

Personal attributes




Model Instantiation

time 1 : time 2 : time 3




Model Learning—two-step learning

Input: number of iterations / and learning rate 7;

Output: learned parameters 6 = ({z; }. {ar }, {5}, { i }):
Initialize z = y:

Initialize o, 3, A\;

repeat

E Step: % fix z. learn «, 3, A:

for: = 1r1do

Compute gradient Viog o). » Viog Bij s Viog Xij
Update log o, = log ap, + 1 X Vigg o

Update log 3;; = log Bij + 1 X Viog g,
Update log A;; = log A;j + 1 X Vieg i, .+

end
M Step: % fix o, 3, A learn z;
Solve the following linear equation:

(A+Iz=y + Xa

until convergence:

[1] C. Tan, J. Tang, J. Sun, Q. Lin, and F. Wang. Social action tracking via noise tolerant time-varying factor graphs. In KDD’10, pages 807-816,
2010.



Experiment

« Data Set (http://arnetminer.org/stnt)

Action Nodes #Edges Action Stats
" Post tweet
Twitter “Ha‘i’t?Ea rfﬁqz ;)Ee 7,521 304,275 730,568
Flickr Add photos into 8,721 485,253 485,253
favorite list
Arnetminer | 'ssue publications | 9 (52 34,986 2.960
on KDD
« Baseline
- SVM

— WVRN (Macskassy, 2003)

 Evaluation Measure:
Precision, Recall, F1-Measure




Results

Table 1: Performance of action prediction with different ap-

proaches (%). 0.8 .
Data set Method Recall | Precision | Fl1-Measure ElNTT-FGM
|[_INTT-FGM-I
SVM 1041 | 16.71 13.85 -6l INTT-FoM—CI
vV 45 7. .
Twitter wvRN 0.4 89 0.86 0.4l
NTT-FGM | 26.40 21.14 23.47
SVM 34.48 45.05 39.06 0.2¢ I ’—‘
| WwvRN | 60.02 | 4881 53.84 [ ]
Flickr I . .
NTT-FG) Lise Getoor ChengXiang Zhai Ravi Kumar Flickr AmetMiner
SVM
. wvRN
AmetMiner b———
NTT-FG) i
ristos Faloutsos

/G
e

Mohammed Javeed Zaki

Philip S. Y

Charu C. Aggarwal Bing Liu

Figure 8: Example correlation analysis between researchers.
The strength represents the correlation score between two re-

_ searchers. _



Mining structural hole spanners




Social Role:
Opinion leader vs. Structural hole spanner

Community 2

Community 1 / \

/ \

_ T T / \

/ \\ | \‘
// \ \ l- |
@@ )

/

e v e /| 1% twitter users control

25% retweeting behaviors
between communities.

~
~ - /

\\\Mf-_—//// /// «
Information diffusion / @

|
across communities \ )
(@)

Structural hole . Community 3

-
—~

spanners

Structural hole users control the information flow between different
communities (Burt, 92; Podolny, 97; Ahuja, 00; Kleinberg, 08; Lou & Tang, 13)

T. Lou and J. Tang. Mining Structural Hole Spanners Through Information Diffusion in Social Networks. In WWW'13. pp.
837-848.



Examples of DBLP & Challenges

Data Mining

Database

Challenge 1 : Struc
spanner vs Opinio

82 overlapped PC members of
SIGMOD/ICDT/VLDB and
SIGKDD/ICDM during years 2007
— 20009.

Who control the
liffusion?

———

——




Problem Definition

Which node is the best
structural hole spanner?

Community 2

Community 1

Well, mining top-k structural hole spanners is more complex...




Problem definition

INPUT :
— A social network, G = (V, E) and L communities C =(C,, C,, ..., C))

|ldentifying top-k structural hole spanners.

max Q(Vgy, C), with [Vgy| = k

-

Utility function Q(V", C) :
measure V'’s degree to span
structural holes.

~N

-

\_

Vg, : Top-k structural holes
spanners as a subset of k nodes

~N

J




Data

1,572,277
Coauthor 815,946 2,792,833 ST
. 2,409,768
Twitter 112,044 468,238 weets
Inventor 2,445,351 5,841,940 3,880,211 patents

« In Coauthor, we try to understand how authors bridge different
research fields (e.g., DM, DB, DP, NC, GV);

* |In Twitter, we try to examine how structural hole spanners control the
information diffusion process;

* In Inventor, we study how technologies spread across different
companies via inventors who span structural holes.




Our first questions

* Observable analysis

— How likely would structural hole spanners connect with
“opinion leaders” ?

— How likely would structural hole spanners influence the
“information diffusion”?




Structural hole spanners vs
Opinion leaders

Structural hole vs.

Opinion leader vs. Random BWRandom
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The two-step information flow
theory!'l suggests structural hole
spanners are connected with many
“‘opinion leaders”

[1] E. Katz. The two-step flow of communication: an up-to-date report of an hypothesis. In Enis and Cox(eds.), Marketing
Classics, pages 175-193, 1973.



Structural hole spanners control
the information diffusion
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Opinion leaders 5 times higher Structural hole spanners 3 times higher

Results: Opinion leaders controls information flows within communities, while
Structural hole spanners dominate information spread across communities.



Structural hole spanners influence the
information diffusion
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In the Coauthor network :

Structural hole spanners almost double
opinion leaders on number of cross
domain (and outer domain) citations.




Intuitions

« Structural hole spanners are more likely to connect important
nodes in different communities.

Model 1 : HIS

« Structural hole spanners control the information diffusion
between communities.

Model 2 : MaxD




Mining structural hole spanners

* How to design effective models and algorithms
for detecting structural hole spanners?




Model One : HIS

« Structural hole spanners are more likely to connect important nodes in
different communities.
— If a user is connected with many opinion leaders in different communities,
more likely to span structural holes.
— If a user is connected with structural hole spanners, more likely to act as an
opinion leader.




Model One : HIS

« Structural hole spanners are more likely to connect important nodes In
different communities.

— If a user is connected with many opinion leaders in different communities,
more likely to span structural holes.

— If a user is connected with structural hole spanners, more likely to act as an
opinion leader.

 Model
— U(v, C) 5 max { I(v, C), a;
— |H(v, S) g {1(v, C) }

I(v, C;) : importance of v in community a and 3 are two
C. parameters
H(v, S) : likelihood of v spanning
structural holes across S (subset of

communities).




Algorithm for HIS

Input: G = (V, E), parameters a, 35, and convergence threshold e N '
Output: Importance I and structural hole score H I(v,C;) =7(v), veCl;
I(U,Ci)zo, 'UQC,,

Initialize I (v, C;) according to Eq. 4 ;| &=

repeat
foreach v € V do By Pag?TF;ank or
foreach C; € C do
P('U,Ci) =
maxsccac;es{ail (v,C;) + BsH(v,S)}:
end
end

foreach v € V do
foreach C; € C do
| d I'(v, C;) = max{I(v, C;), maxe, ,er P(u,C;)}:
en
foreach S C C do
| H,(v, S) - minCiESIl(vaCi) :
end

end

Check the e-convergence condition by
Parameter to control
max _|I'(v,C;) — I(v,Ci)]| 1

vethehec S < [€ the convergence

Update ] = I’ and H = H' ;
until Convergence;




Theoretical Analysis—Existence

* Given a.and f, solution exists ( I(v, C.), H(v, S) <
1 ) for any graph, if and only if; o, + f < 1.
— For the only if direction
* Suppose &; T IBS> 19 S = {Cblu69 Cyellow}
* r(u) =r(v) =1
] (uﬂcblue) =1 (uacyellow) - 19
* H(U.,S) = min { I(U., Cblue)9 [(u9 Cyellow)}zl;
I, Cyaiy) = 0 10, C) + B Hw )=, + B> 1 P

I(v, C;) =max { I(v, G, & I(u, C;) + Bs H(u, S) }
H(v, S) = min { I(v, C) }




Theoretical Analysis—Existence

* Given ¢ and fq, solution exists ( I(v, C,), H(v, S) <
1 ) for any graph, if and only if; o, + f < 1.
— For the if direction
* If o, + By < 1, we use induction to prove /(v, C)) < 1;
* Obviously (v, C)) <r(v) < 1;
« Suppose after the k-th iteration, we have I'®(v, C)) < 1;

* Hence, in the (k + 1)-th iteration, I**V(v, C)) < a . I®(u, C,) +
BsHO(u, S) < (a; + B)O(u, C) < 1.

I(v, C;) =max { I(v, G, & I(u, C;) + Bs H(u, S) }
H(v, S) = min { I(v, C) }




Theoretical Analysis—Convergence

* Denote y=a,+ S <1, we have
Dy, C) - 1O(v, C)| <v*

— When k = 0, we have IV(v, C)) < 1, thus
1D, C)-1v, C)| <1
— Assume after k-th iteration, we have
[[ED (v, C)-I®(v, C)| <yk
— After (k+1)-th iteration, we have
192y, C) = a%(u, C) + BHE(u, S)
<o, [ID(u, C)+y ] + B HE D (u, S)+v]
<aI®(u, C)+ BH*D(u, §) + yk+
< ](k+1)(u’ Ci) + Vk+1



Convergence Analysis

« Parameter analysis.
— The performance is insensitive to the different parameter settings.
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Model Two: MaxD

 Structural hole spanner detection: finding top-k nodes such
that after removing these nodes, the decrease of the minimal
cut will be maximized.

Removing V
decreases the
minimal cut as 2

Minimal cut: the minimal number @ l

of edges to separate nodes 1n @‘
different communities.

Two communities with
the minimal cut as 4




Model Two: MaxD

« Structural holes spanners play an important role in
information diffusion

OV, C) = MC (G, C) — MC (G \ V¢, C)

MC(G, C) = the minimal cut of
communities C in G.

Shapley value is defined to evaluate the contribution of each user in a cooperative game theory
—Lloyd Shapley, 1953



Hardness Analysis

OVgy, C)=MC (G, C) —MC (G \ Vgy, C)

* Hardness analysis
— If [Vgyl= 2, the problem can be viewed as minimal node-cut
problem
— We already have NP-Hardness proof for minimal node-cut
problem, but the graph is exponentially weighted.

— Proof NP-Hardness in an un-weighted (polybounded -weighted)
graph, by reduction from k-DENSEST-SUBGRAPH problem.




Hardness Analysis

* Let us reduce the problem to an instance of the k-
DENSEST SUBGRAPH problem

* Given an instance {G’'=<V, E>, k, d} of the
k-DENSEST SUBGRAPH problem, n=|V|,
m=|E[;

* Build a graph G with a source node S and
target node T;

* Build n nodes connecting with S with
capacity n*m;

* Build n nodes for each edge in G,
connect each of them to T with capacity
1;




Hardness Analysis (cont.)

* Build a link from x; to y; with capacity 1 it the x; in
G’ appears on the j-th edge;

e MC(G)=n*m,;

 The instance is satisfiable, if
and only if there exists a
subset
| Vsul=k
such that
MC(G\ V) <= n(m-d)




Proof: NP-hardness (cont.)

* For the only if direction

— Suppose we have a sub-graph consists of k nodes {x’}
and at least d edges;

— We can choose V,=1{x};

— For the k-th edge y in G, if y exists in the sub-graph, two
nodes appearing on y are removed 1n G;

— Thus y cannot be reached and we lost n flows for y;
— Hence, we have MC(G \ V) <= n*(m-d).



Proof: NP-hardness (cont.)

* For the if direction

— If there exists a k-subset Vg, such that MC(G\V;,) <=
n*(m-d);

— Denote V., =V {x}, the size of V¢, 1s at most k, and
MC(G\VFVg,’) <= n*(m-d);

— Let the node set of the sub-graph be V,,’, thus there are at
least d edges 1n that sub-graph.




Approximation Algorithm

* Two approximation algorithms:

— @Greedy: 1n each iteration, select a node which will result in a max-
decrease of O(.) when removed 1t from the network.

Complexity: O(nkT(n)); T(n)—the complexity for computing min-cut
— Network-flow: for any possible partitions £ and £, we call a
network-flow algorithm to compute the minimal cut.

Complexity: O(k*T(n)); Approximation Ratio: O(n!/4*¢)

An example: finding top 3 structural holes

Step 1: select V8 and decrease the minimal cut from 7 to 4
Step 2: select V6 and decrease the minimal cut from 4 to 2
Step 3: select V12 and decrease the minimal cut from 2 to 0




Approximation Algorithm

Greedy : In each round, choose the node which results in the max-decrease of Q.

Input: G = (V, E). k.1, C = {C:})
Output: Top-k structural hole nodes Vg gy

Initialize Vg = 0 :
while |Vsp| < k do

}nitialize f(v) =0, foreachv € V ; Step 1: Consider top O(k)
oreach non empty S C {1,--- ,l} do _ _
Es = UjesC; and Bp = UjgsC ; nodes with maximal sum of
Compute the maximal flow with source E'g and sink E7 on flows through them as
the induced graph G \ Vsp : candidates.

foreach v € V do
| Add f(v) by the flow though node v :

end
end
Choose O(k) nodes with the largest f as candidates D:; Step 2: Compute MC(*, *) by
Compute p* = arg min,c p M C(G \ (Vsa U{pr}). C): trying all possible partitions.

Update Vs = Veu U{p*}
end

Complexity: OQ*T,(n)); T,(n)—the complexity for computing min-cut
Approximation ratio: O(log [)

78




Mining structural hole spanners

« Evaluate the performance of the proposed
models.




Experiment

| #User | #Relationship

Coauthor 815,946 2,792,833 1,572,277 papers
Twitter 112,044 468,238 2,409,768 tweets
Inventor 2,445,351 5,841,940 3,880,211 patents

 Evaluation metrics
— Accuracy (Overlapped PC members in the Coauthor network)
— Information diffusion on Coauthor and Twitter.

« Baselines
— Pathcount: #shortest path a node lies on
— 2-step connectivity: #pairs of disconnected neighbors
— Pagerank and PageRank+: high PR in more than one communities
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* Predict overlapped PC members on the Coauthor network.
— +20 — 40% on precision of Al-DM, DB-DM and DP-NC

« What happened to Al-DM?



Experiment results (accuracy)

« What happened to Al-DB?
— Only 4 overlapped PC members on Al and DB during 2007 — 2009, but

40 now.

— Our conjecture : dynamic of structural holes.

Structural holes spanners of Al and DB form the new area DM.

/Similar pattern for
1) Collaborations
between experts in Al
and DB.
2) Influential of DM

\_papers.

\

/Significantly increase of\
coauthor links of Al and
DB around year 1994.

-

/Most overlapped PC \
members on Al and
DB are also PC of
SIGKDD

-




Maximization of Information Spread
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Clear igprovément. (2.5 times) Improvement is limited, due to top a few
authors dominate.

Probability
o
N
Probability
o
N

Top 0.2% -10 %
Top 1% -25% Improvement is statistically significant (p
<< 0.01)



Case study on the inventor network

. Most structural holes [N

have more than one Professor (MIT Media Lab)
jObS. E. Boyden \ Associate Professor (MIT McGovern Inst.)

Group Leader (Synthetic Neurobiology)

Founder and Manager (Protia, LLC)

[ J * i
M_ark _ on Inventors A.A. Czarnik \ Visiting Professor (University of Nevada)
Wlth hlgheSt PageRank Co-Founder (Chief Scientific Officer)
SCcores. Director of Operations (WBI)
A. Nishio ol
— HIS selects people Director of Department Responsible (IDA)
with highest Senior vice President (Walt Disney)
E. Nowak* \

PageRank scores, Secretary of Trustees (The New York Eye)

— MaxD tends to select
people how have

been working on more
jobs. S. Yamazaki* v President and majority shareholder (SEL)

Consultant (various wireless companies)
A. Rofougaran V Co-founder (Innovent System Corp.)
Leader (RF-CMOS)




Efficiency

* Running time of different algorithms in three data
sets

Data Set | Pathcount | 2-Step | PageRank HIS MaxD

Coauthor 350.66s 471s 0.20s 0.60s 189.78m
Twitter 32.03m 12.09s 0.67s 3.87s |[]602.37m
Inventor 4943 hr | 98.96s 3.61s 26.11s || 370.8hr

Inefficient!!




Summaries

* Models for social influence and diffusion
— Learning social influence
— Distinguish influence from other factors
— Cases: Game

* This is just a start for social influence analysis
— How influence correlates with social relationships?

— How social influence correlates with the network
structure (e.g., personal social circles)?
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Jing Zhang, Zhanpeng Fang, Zi Yang, Sen Wu, Jia Jia (THU)

Jie Tang, KEG, Tsinghua U, http://keg.cs.tsinghua.edu.cn/jietang
Download all data & Codes, http://arnetminer.org/download




