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Networked World 
•  1.26 billion users 
•  700 billion minutes/month 

•  280 million users 
•  80% of users are 80-90’s 

•  560 million users   
•  influencing our daily life 

•  800 million users   
•  ~50% revenue from 
network life 

•  555 million users   
• .5 billion tweets/day 

•  79 million users per month   
•  9.65 billion items/year 

•  500 million users   
•  35 billion on 11/11 
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Challenge: Big Social Data 

•  We generate 2.5x1018 byte big data per day. 

•  Big social data: 
– 90% of the data was generated in the past 2 yrs 
– How to mine deep knowledge from the big social 

data? 
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Opinion Mining 

Innovation 
diffusion 

Business  
intelligence 

Info. 
Space 

Social 
Space 

Interaction 

Understanding the  
mechanisms of interaction dynamics 

Info. Space vs. Social Space 

Social Networks 
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Big (Social) Data Analysis 

网上浏览
怀孕用品 1 

2 
大数据分
析，发现
用户需求 

3 抱怨 

发现真相 4 
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“Love Obama” 
—social influence in online social networks 

I love Obama 

Obama is 
great! 

Obama is 
fantastic 

I hate Obama, the 
worst president ever 

He cannot be the 
next president! 

No Obama in 
2012! 

Positive Negative 
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Revolutionary Changes 

Social Networks 

 
 
 
Embedding social in 
search: 
•  Google plus 
•  FB graph search 
•  Bing’s influence 

Search  
 
 
Human Computation: 
•  CAPTCHA + OCR 
•  MOOC 
•  Duolingo (Machine 
Translation) 

Education  
 
 
The Web knows you 
than yourself: 
•  Contextual 
computing 
•  Big data marketing 
 

O2O  
 
 
More … 
 

... 
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Core Research in Social Network 
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Social Influence 
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“Love Obama” 

I love Obama 

Obama is 
great! 

Obama is 
fantastic 

I hate Obama, the 
worst president ever 

He cannot be the 
next president! 

No Obama in 
2012! 

Positive Negative 
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What is Social Influence? 

•  Social influence occurs when one's opinions, 
emotions, or behaviors are affected by others, 
intentionally or unintentionally.[1] 

–  Informational social influence: to accept 
information from another; 

– Normative social influence: to conform to the 
positive expectations of others.  

[1] http://en.wikipedia.org/wiki/Social_influence 
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Does Social Influence really matter? 
•  Case 1: Social influence and political mobilization[1] 

–  Will online political mobilization really work? 

[1] R. M. Bond, C. J. Fariss, J. J. Jones, A. D. I. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person 
experiment in social influence and political mobilization. Nature, 489:295-298, 2012. 

A controlled trial (with 61M users on FB) 

-  Social msg group: was shown with msg that 
indicates one’s friends who have made the 
votes. 

-  Informational msg group: was shown with 
msg that indicates how many other. 

-  Control group: did not receive any msg. 
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Case 1: Social Influence and Political 
Mobilization 

Social msg group v.s.  
Info msg group 

 
Result: The former were 2.08% (t-

test, P<0.01) more likely to click 
on the “I Voted” button 

Social msg group v.s.  
Control group 

 
Result: The former were 0.39% (t-

test, P=0.02) more likely to 
actually vote (via examination of 

public voting records) 

[1] R. M. Bond, C. J. Fariss, J. J. Jones, A. D. I. Kramer, C. Marlow, J. E. Settle and J. H. Fowler. A 61-million-person 
experiment in social influence and political mobilization. Nature, 489:295-298, 2012. 



14 

Our Case: Influence in Game Social Networks 

•  Online gaming is one of the largest industries 
on the Internet… 

•  Facebook 
– 250 million users play games monthly 
– 200 games with more than 1 million active users  
– 12% of the company’s revenue is from games 

•  Tencent (Market Cap: ~150B $) 
– More than 400 million gaming users 
– 50% of Tencent’s overall revenue is from games 
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Two games: DNF 

•  Dungeon & Fighter Online 
(DNF) 
– A game of melee combat 

between users and large number 
of underpowered enemies 

– 400+ million users, the 2nd
  

largest online game in China 

– Users in the game can fight 
against enemies by individuals or 
by groups 
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Two games: QQ Speed 

•  QQ Speed 
– A racing game that users can 

partake in competitions to play 
against other users 

– 200+ million users 
– Users can race against other 

users by individuals  or forma a 
group to race together 
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Task 

•  Given behavior log data and paying logs of 
online game users, predict 

•  Whether social influence will play an important 
role in this task? 

   

Free users -> Paying users 
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The Big social data 

•  Statistics of the datasets 
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Demographics Analysis 
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Analysis – Social influence 

•  Social network construction 
– Co-playing network 

 
•  Social relationship 

– Social influence 
– Strong/Weak tie 
– Status 

•  Structural influence 
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Social Influence 
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Influence + Tie Strength 
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Influence + Friends’ Status 
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Structural Influence 

[1] J. Ugandera, L. Backstromb, C. Marlowb, and J. Kleinberg. Structural diversity in social contagion. PNAS, 109 (20):
7591-7592, 2012. 
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Factorization Machines 

•  The prediction of feature vector xi: 

•  and the corresponding objective function: 

y(xi ) = w0 + wjxij
j=1

d

∑ + xij xij ' p j ,p j '
j '= j+1

d

∑
j=1

d−1

∑

O = (y(xi )− yi )
2

xi
∑ + λ pi

2

i=1

d

∑

Add the influence patterns as features into the 
factorization model for prediction. 
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Online Test 
•  Test setting 

–  Two groups: test group and control 
group 

–  Send msgs to invite the user to 
attend a promotion activity. 
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Challenges 

1.  How to measure influence? 
2.  How to model influence? 
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Measuring Influence 

Positive 
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Topic-based Social Influence Analysis  

•  Social network -> Topical influence network 

Ada

Frank

Eve David

Carol

Bob

George

Input: coauthor network

Ada

Frank

Eve David

Carol

George

Social influence anlaysis

θi1=.5
θi2=.5

Topic 
distribution g(v1,y1,z)θi1

θi2

Topic 
distribution

Node factor function

f (yi,yj, z)
Edge factor function

rz

az

Output: topic-based social influences

Topic 1: Data mining

Topic 2: Database

Topics:

Bob

Output

Ada

Frank

Eve

BobGeorge

Topic 1: Data mining

Ada

Frank

Eve David

George

Topic 2: Database

. . .

2

1

1
4

2

2 3
3

[1] J. Tang, J. Sun, C. Wang, and Z. Yang. Social Influence Analysis in Large-scale Networks. In KDD’09, pages 
807-816, 2009.  
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The Solution: Topical Affinity Propagation 

•  Topical Affinity Propagation  
– Topical Factor Graph model 
– Efficient learning algorithm 
– Distributed implementation 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. In KDD, pages 
807-816, 2009.  
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Topical Factor Graph (TFG) Model 

Node/user 

Nodes that have the 
highest influence on 

the current node 

The problem is cast as identifying which node has the highest probability to 
influence another node on a specific topic along with the edge. 

Social link 
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•  The learning task is to find a configuration for 

all {yi} to maximize the joint probability. 

Topical Factor Graph (TFG) 

Objective function: 

1. How to define? 

2. How to optimize? 
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How to define (topical) feature functions? 

–  Node feature function 

–  Edge feature function 
 
 
 
 

–  Global feature function 

similarity 

 or simply binary 
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Model Learning Algorithm 

Sum-product: 

- Low efficiency! 
- Not easy for 
distributed learning! 
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New TAP Learning Algorithm 

1. Introduce two new variables r and a, to replace the 
original message m. 

2. Design new update rules: 

mij 

[1] Jie Tang, Jimeng Sun, Chi Wang, and Zi Yang. Social Influence Analysis in Large-scale Networks. In KDD, pages 
807-816, 2009.  
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The TAP Learning Algorithm 
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•  Map-Reduce 
– Map: (key, value) pairs 

•  eij /aij ! ei* /aij; eij /bij ! ei* /bij; eij /rij ! e*j /rij . 

– Reduce: (key, value) pairs 
•   eij / * ! new rij; eij/* à new aij 

 

•  For the global feature function 
 

Distributed TAP Learning 
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Experiments 
•  Data set: (http://arnetminer.org/lab-datasets/soinf/) 

 
 
 
 
 
 

 
•  Evaluation measures 

– CPU time 
– Case study 
– Application 

Data set #Nodes #Edges 
Coauthor 640,134 1,554,643 
Citation 2,329,760 12,710,347 
Film 
(Wikipedia) 

18,518 films 
7,211 directors 
10,128 actors 
9,784 writers 

142,426 
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Social Influence Sub-graph on “Data mining” 

On “Data Mining” in 2009 
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Results on Coauthor and Citation 
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Scalability Performance 
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Speedup results 
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 Speedup vs. #Computer nodes 
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Still Challenges 

1.  How to model dynamic influence? 
2.  How to distinguish influence from other 

social factors? 
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Dynamic Influence Analysis 
Gt =(Vt, Et, Xt, Yt) 

Input:  
Gt =(Vt, Et, Xt, Yt)  

t = 1,2,…T 

Output: 
F: f(Gt) ->Y(t+1)    

Nodes at time t 

Edges at time t 

Attribute matrix at time t 

Actions at time t 
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John 

Time t 

John 

Time t+1 

Action: Who will pay money in the game? 

Personal attributes: 
1.  Always watch news 
2.  Enjoy sports 
3.   …. 

     Influence 1

    Action bias 4

  Dependence 2

Social Influence & Action Modeling[1] 

    Correlation 3

[1] C. Tan, J. Tang, J. Sun, Q. Lin, and F. Wang. Social action tracking via noise tolerant time-varying factor graphs. In KDD’10, pages 807–816, 
2010. 
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A Discriminative Model: NTT-FGM 

Continuous latent action state 

Personal attributes 

Correlation 

Dependence 

Influence 

Action 
Personal attributes  
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Model Instantiation 

How to estimate the parameters? 
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Model Learning—Two-step learning 

[1] C. Tan, J. Tang, J. Sun, Q. Lin, and F. Wang. Social action tracking via noise tolerant time-varying factor graphs. In KDD’10, pages 807–816, 
2010. 



49 

•  Data Set (http://arnetminer.org/stnt) 

•  Baseline 
–  SVM 
–  wvRN (Macskassy, 2003) 

•  Evaluation Measure: 
Precision, Recall, F1-Measure 

Action Nodes #Edges Action Stats 

Twitter Post tweets on 
“Haiti Earthquake” 

7,521  304,275 730,568 

Flickr Add photos into 
favorite list 

8,721 485,253 485,253 

Arnetminer Issue publications 
on KDD 

2,062 34,986 2,960 

Experiment 
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Results 
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Mining structural hole spanners 
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Social Role:  
Opinion leader vs. Structural hole spanner 

a1
a4

a2
a3

a8

a5

a6a0

a7

a9a11

a10

Structural hole users control the information flow between different 
communities (Burt, 92; Podolny, 97; Ahuja, 00; Kleinberg, 08; Lou & Tang, 13) 

Information diffusion 
across communities 

Community 1 

Community 2 

Community 3 Structural hole 
spanners 

1% twitter users control 
25% retweeting behaviors 
between communities. 

T. Lou and J. Tang. Mining Structural Hole Spanners Through Information Diffusion in Social Networks. In WWW'13. pp. 
837-848. 
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Examples of DBLP & Challenges 
Data Mining Database 

Challenge 1 : Structural hole 
spanner vs Opinion leaders 

Challenge 2 : Who control the 
information diffusion? 

82 overlapped PC members of 
SIGMOD/ICDT/VLDB and 
SIGKDD/ICDM during years 2007 
– 2009.  
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Problem Definition 
Which node is the best 

structural hole spanner? 

Well, mining top-k structural hole spanners is more complex… 

Community 1 

Community 2 



55 

Problem definition 
•  INPUT : 

–  A social network, G = (V, E) and L communities C = (C1, C2, …, CL) 
 

•  Identifying top-k structural hole spanners.  

max Q(VSH, C), with |VSH| =  k 
 

Utility function Q(V*, C) :  
measure V*’s degree to span 

structural holes. 

VSH
 : Top-k structural holes 

spanners as a subset of k nodes 
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Data 
#User #Relationship #Messages 

Coauthor 815,946 2,792,833 1,572,277 
papers 

Twitter 112,044 468,238 2,409,768 
tweets 

Inventor 2,445,351 5,841,940 3,880,211 patents 

•  In Coauthor, we try to understand how authors bridge different 
research fields (e.g., DM, DB, DP, NC, GV); 

•  In Twitter, we try to examine how structural hole spanners control the 
information diffusion process; 

•  In Inventor, we study how technologies spread across different 
companies via inventors who span structural holes. 
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Our first questions 

•  Observable analysis 
–  How likely would structural hole spanners connect with 

“opinion leaders” ? 

–  How likely would structural hole spanners influence the 
“information diffusion”? 
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Structural hole spanners vs  
Opinion leaders 

Coauthor Twitter Inventor0

5

10

15

20

Ti
m

es
(x

)

 

 

Random
Opinion leader
Structural hole

The two-step information flow 
theory[1] suggests structural hole 

spanners are connected with many 
“opinion leaders” 

[1] E. Katz. The two-step flow of communication: an up-to-date report of an hypothesis. In Enis and Cox(eds.), Marketing 
Classics, pages 175–193, 1973. 

Structural hole vs.  
Opinion leader vs. Random 

 
Result: Structural hole spanners 

are more likely to connect 
important nodes 

v2

v3

v5
v4

v1
v6

v12
v11

v7

v8 v9

v10

+15% - 50% 
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Structural hole spanners control 
the information diffusion 

Results: Opinion leaders controls information flows within communities, while 
Structural hole spanners dominate information spread across communities. 

Opinion leaders 5 times higher Structural hole spanners 3 times higher 
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Structural hole spanners influence the 
information diffusion 

In the Coauthor network : 
Structural hole spanners almost double 
opinion leaders on number of cross 
domain (and outer domain) citations. 
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Intuitions 

•  Structural hole spanners are more likely to connect important 
nodes in different communities. 

•  Structural hole spanners control the information diffusion 
between communities. 

Model 1 : HIS 

Model 2 : MaxD 
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Mining structural hole spanners 

•  How to design effective models and algorithms 
for detecting structural hole spanners? 
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Model One : HIS 
•  Structural hole spanners are more likely to connect important nodes in 

different communities. 
–  If a user is connected with many opinion leaders in different communities, 

more likely to span structural holes. 
–  If a user is connected with structural hole spanners, more likely to act as an 

opinion leader. 
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Model One : HIS 

•  Structural hole spanners are more likely to connect important nodes in 
different communities. 
–  If a user is connected with many opinion leaders in different communities, 

more likely to span structural holes. 
–  If a user is connected with structural hole spanners, more likely to act as an 

opinion leader. 
•  Model 

–  I(v, Ci) = max {  I(v, Ci), αi I(u, Ci) + βS H(u, S)  } 
–  H(v, S) = min { I(v, Ci) } 

I(v, Ci) : importance of v in community 
Ci. 
H(v, S) : likelihood of v spanning 
structural holes across S (subset of 
communities). 

α and β are two 
parameters 
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Algorithm for HIS 

By PageRank or 
HITS 

Parameter to control 
the convergence 
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•  Given αi and βS, solution exists ( I(v, Ci), H(v, S) ≤ 
1 ) for any graph, if and only if, αi + βS ≤ 1. 

 

– For the only if direction 
•  Suppose αi + βS > 1, S = {Cblue, Cyellow} 

•  r(u) = r(v) = 1; 

•  I(u,Cblue) = I(u,Cyellow) = 1; 

•  H(u,S) = min { I(u, Cblue), I(u, Cyellow)}=1; 

•  I(v, Cyellow) ≥ αi I(u, Ci) + βS H(u, S) = αi + βS > 1 

Theoretical Analysis—Existence 

u 
v 

I(v, Ci) = max {  I(v, Ci), αi I(u, Ci) + βS H(u, S)  } 
H(v, S) = min { I(v, Ci) } 
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•  Given αi and βS, solution exists ( I(v, Ci), H(v, S) ≤ 
1 ) for any graph, if and only if, αi + βS ≤ 1. 

  

– For the if direction 

•  If αi + βS ≤ 1, we use induction to prove I(v, Ci) ≤ 1; 

•  Obviously I(0)(v, Ci) ≤ r(v) ≤ 1; 

•  Suppose after the k-th iteration, we have I(k)(v, Ci) ≤ 1; 

•  Hence, in the (k + 1)-th iteration, I(k+1)(v, Ci) ≤ αiI(k)(u, Ci) + 
βSH(k)(u, S) ≤ (αi + βS)I(k)(u, Ci) ≤ 1. 

Theoretical Analysis—Existence 

I(v, Ci) = max {  I(v, Ci), αi I(u, Ci) + βS H(u, S)  } 
H(v, S) = min { I(v, Ci) } 
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•  Denote γ = αi + βS ≤ 1, we have  
|I(k+1)(v, Ci) - I(k)(v, Ci)| ≤ γk 

–  When k = 0, we have I(1)(v, Ci) ≤ 1, thus 
 |I(1)(v, Ci)-I(0)(v, Ci)| ≤ 1 

–  Assume after k-th iteration, we have  
|I(k+1)(v, Ci)-I(k)(v, Ci)| ≤ γk 

–  After (k+1)-th iteration, we have 
 I(k+2)(v, Ci) = αiI(k+1)(u, Ci) + βSH(k+1)(u, S) 
        ≤ αi[I(k)(u, Ci)+γk] + βS[H(k+1)(u, S)+γk] 
        ≤ αiI(k)(u, Ci) + βSH(k+1)(u, S) + γk+1 
        ≤ I(k+1)(u, Ci) + γk+1 
    

Theoretical Analysis—Convergence  
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Convergence Analysis 
 
•  Parameter analysis. 

–  The performance is insensitive to the different parameter settings. 
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Model Two: MaxD 
•  Structural hole spanner detection: finding top-k nodes such 

that after removing these nodes, the decrease of the minimal 
cut will be maximized. 

v2

v3

v5
v4

v1
v6

v12
v11

v7

v8 v9

v10

Minimal cut: the minimal number
 of edges to separate nodes in
 different communities.` 

Two communities with 
the minimal cut as 4 

Removing V6 
decreases the 

minimal cut as 2 
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Model Two: MaxD 

•  Structural holes spanners play an important role in 
information diffusion 

 
 

Q(VSH, C) = MC (G, C) – MC (G \ VSH, C) 

MC(G, C) = the minimal cut of 
communities C in G. 

Shapley value is defined to evaluate the contribution of each user in a cooperative game theory 
—Lloyd Shapley, 1953 
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Hardness Analysis 

 
 

•  Hardness analysis 
–  If |VSH|= 2, the problem can be viewed as minimal node-cut 

problem  
–  We already have NP-Hardness proof for minimal node-cut 

problem, but the graph is exponentially weighted. 
–  Proof NP-Hardness in an un-weighted (polybounded -weighted) 

graph, by reduction from k-DENSEST-SUBGRAPH problem. 

 

Q(VSH, C) = MC (G, C) – MC (G \ VSH, C) 
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Hardness Analysis 

•  Let us reduce the problem to an instance of the k-
DENSEST SUBGRAPH problem 

•  Given	  an	  instance	  {G’=<V,	  E>,	  k,	  d}	  of	  the	  
k-‐DENSEST	  SUBGRAPH	  problem,	  n=|V|,	  
m=|E|;	  

•  Build	  a	  graph	  G	  with	  a	  source	  node	  S	  and	  
target	  node	  T;	  

•  Build	  n	  nodes	  connecting	  with	  S	  with	  
capacity	  n*m;	  

•  Build	  n	  nodes	  for	  each	  edge	  in	  G’,	  
connect	  each	  of	  them	  to	  T	  with	  capacity	  
1;	  

S 

X1 

X2 

Xn 

.	  .	  .	  

Y1 

Y2 

.	  .	  .	  

Yn*m 

T 

n*m	  

1	  

1	  

1	  

1	  
1	  

1	  

1	  

n*m	  
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Hardness Analysis (cont.) 

•  Build a link from xi to yj with capacity 1 if the xi in 
G’ appears on the j-th edge; 

•  MC(G)=n*m; 
 

S 

X1 

X2 

Xn 

.	  .	  .	  

Y1 

Y2 

.	  .	  .	  

Yn*m 

T 

•  The	  instance	  is	  satisOiable,	  if	  
and	  only	  if	  there	  exists	  a	  
subset	  	  

|VSH|=k	  
	  	  	  	  	  such	  that	  	  

MC(G\VSH)	  <=	  n(m-‐d)	  

n*m	  

1	  

1	  

1	  

1	  
1	  

1	  

1	  

n*m	  
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Proof: NP-hardness (cont.) 

•  For the only if direction 
– Suppose we have a sub-graph consists of k nodes {x’} 

and at least d edges; 
– We can choose VSH={x}; 
– For the k-th edge y in G’, if y exists in the sub-graph, two 

nodes appearing on y are removed in G; 
– Thus y cannot be reached and we lost n flows for y; 
– Hence, we have MC(G \ VSH) <= n*(m-d). 
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Proof: NP-hardness (cont.) 

•  For the if direction 
–  If there exists a k-subset VSH such that MC(G\VSH) <= 

n*(m-d); 
– Denote VSH’=VSH^{x}, the size of VSH’ is at most k, and 

MC(G\VSH’) <= n*(m-d); 
– Let the node set of the sub-graph be VSH’, thus there are at 

least d edges in that sub-graph. 
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Approximation Algorithm 
•  Two approximation algorithms: 

–  Greedy: in each iteration, select a node which will result in a max-
decrease of Q(.) when removed it from the network. 

–  Network-flow: for any possible partitions ES and ET, we call a 
network-flow algorithm to compute the minimal cut. 

v2

v13 v14
v15

v8
v9

v7
v10v11

v12

v6v3

v5
v4

v1

An example: finding top 3 structural holes 
 

Step 1: select V8 and decrease the minimal cut from 7 to 4 
Step 2: select V6 and decrease the minimal cut from 4 to 2 
Step 3: select V12 and decrease the minimal cut from 2 to 0  

Approximation Ratio: O(n1/4+ε) 

Complexity: O(nkTl(n));       Tl(n)—the complexity for computing min-cut 

Complexity: O(k2Tl(n)); 
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Approximation Algorithm 
Greedy : In each round, choose the node which results in the max-decrease of Q. 

Step 1: Consider top O(k) 
nodes with maximal sum of 

flows through them as 
candidates. 

Step 2: Compute MC(*, *) by  
trying all possible partitions.  

Complexity: O(22lT2(n));        T2(n)—the complexity for computing min-cut            
Approximation ratio: O(log l) 
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Mining structural hole spanners 

•  Evaluate the performance of the proposed 
models. 
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Experiment  

•  Evaluation metrics 
–  Accuracy (Overlapped PC members in the Coauthor network) 
–  Information diffusion on Coauthor and Twitter. 

•  Baselines 
–  Pathcount: #shortest path a node lies on 
–  2-step connectivity: #pairs of disconnected neighbors  
–  Pagerank and PageRank+: high PR in more than one communities 

#User #Relationship #Messages 

Coauthor 815,946 2,792,833 1,572,277 papers 

Twitter 112,044 468,238 2,409,768 tweets 

Inventor 2,445,351 5,841,940 3,880,211 patents 
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Experiments 
•  Accuracy evaluation on Coauthor network 

•  Predict overlapped PC members on the Coauthor network. 
–  +20 – 40% on precision of AI-DM, DB-DM and DP-NC 

•  What happened to AI-DM? 
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Experiment results (accuracy) 

•  What happened to AI-DB? 
–  Only  4 overlapped PC members on AI and DB during 2007 – 2009, but 

40 now. 
–  Our conjecture : dynamic of structural holes. 

   Structural holes spanners of AI and DB form the new area DM. 

Similar pattern for 
1) Collaborations 
between experts in AI 
and DB. 
2) Influential of DM 
papers. 

Significantly increase of 
coauthor links of AI and 
DB around year 1994. 

Most overlapped PC 
members  on AI and 
DB are also PC of 
SIGKDD 
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Maximization of Information Spread 

Clear improvement. (2.5 times) 
 
Top 0.2%  - 10 % 
Top 1%  - 25 % 

Improvement is limited, due to top a few 
authors dominate. 
 
Improvement is statistically significant (p 
<< 0.01) 
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Case study on the inventor network 

•  Most  structural holes 
have more than one 
jobs. 

•  Mark * on inventors 
with highest PageRank 
scores. 
–  HIS selects people 

with highest 
PageRank scores,  

–  MaxD tends to select 
people how have 
been working on more 
jobs. 

Inventor HIS MaxD Title 

E. Boyden √ 

Professor (MIT Media Lab) 

Associate Professor (MIT McGovern Inst.) 

Group Leader (Synthetic Neurobiology) 

A. A. Czarnik √ 

Founder and Manager (Protia, LLC) 

Visiting Professor (University of Nevada) 

Co-Founder (Chief Scientific Officer) 

A. Nishio √ 
Director of Operations (WBI) 

Director of Department Responsible (IDA) 

E. Nowak* √ 
Senior vice President (Walt Disney) 

Secretary of Trustees (The New York Eye) 

A.  Rofougaran √ 

Consultant (various wireless companies) 

Co-founder (Innovent System Corp.) 

Leader (RF-CMOS) 

S. Yamazaki* √ President and majority shareholder (SEL) 
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Efficiency 

•  Running time of different algorithms in three data 
sets 

Inefficient!! 
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Summaries 

•  Models for social influence and diffusion 
– Learning social influence 
– Distinguish influence from other factors 
– Cases: Game 

•  This is just a start for social influence analysis  
– How influence correlates with social relationships? 
– How social influence correlates with the network 

structure (e.g., personal social circles)? 
– … 
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Thank you！ 
Collaborators: John Hopcroft, Jon Kleinberg, Chenhao Tan (Cornell) 

Jimeng Sun (IBM)      Tiancheng Lou (Google)    
Jiawei Han and Chi Wang (UIUC) 

Wei Chen, Ming Zhou, Long Jiang (Microsoft) 
Jing Zhang, Zhanpeng Fang, Zi Yang, Sen Wu, Jia Jia (THU) 

Jie Tang, KEG, Tsinghua U,                    http://keg.cs.tsinghua.edu.cn/jietang 
Download all data & Codes,                http://arnetminer.org/download  


